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Figure 3. (From top to bottom) Solar wind dynamic
pressure, solar wind velocity, north-south component of the
IMF, and CRCM�B (black line) and Dst* (gray line) during
the CME-driven storm of 28 October 2001 (M8).

Figure 4. Total ring current. Minimum CRCM �B within
3 h of minimum Dst*, as a function of minimum Dst*.
Storms driven by CMEs are represented as squares and
those driven by CIRs by filled triangles. Storm strength, as
measured by minimum Dst*, increases from left to right.
The dashed line represents a slope of unity. The dotted and
solid lines are best fit lines to CME (all except M8) and CIR
results, respectively.

in the dependence of CRCM �B on Dst* at storm peak
for storms driven by CIRs and CMEs. While there is good
agreement, in general, for CME-driven storms, weak CIR-
driven storms appear to be overpredicted while stronger
ones appear to be underpredicted. To test whether sub-storm
energization of the ring current can explain the discrep-
ancy in modeled and actual Dst*, the AE index prior to
storm peak is compared to the ratio of CRCM �B to Dst*
(Figure 5). For the modeled CIR-driven storms, the trend
is such that modeled Dst* for storms with stronger sub-
storm activity (higher average AE) is underpredicted, while
modeled Dst* for storms with weaker sub-storm activity
(lower average AE) is overpredicted. This indicates that
model underprediction of Dst* could be due to the failure to
take sub-storm energization into account. However, regres-
sion analysis does not show that dependence of the ratio on
AE is statistically significant (p-value = 0.15 that the slope
of the line is zero).

[27] The relationship between �B and Dst* for both sets
of storms appears to be approximately linear, so regres-
sion analysis is used to determine if the best fit lines for
CME and CIR-driven storms are different. The regression
model defined by equation (3) is selected such that CME-
driven storms have the model (4) and CIR-driven storms the
model (5), where Driver equals 1 for CIR-driven and 0 for
CME-driven storms. An analysis of variance test rejects the
hypothesis that ˇ2 = ˇ3 = 0 (p-value = 0.0090), which
shows that there is a significant difference in the line fits.

CRCM�B = ˇ0 + ˇ1
�
Dst*min

�
+ ˇ2(Driver)

+ ˇ3
�
Dst*min

�
(Driver)

(3)

(CRCM�B)cme = ˇ0 + ˇ1
�
Dst*min

�
(4)

(CRCM�B)cir = (ˇ0 + ˇ2) + (ˇ1 + ˇ3)
�
Dst*min

�
(5)

Figure 5. Ratio of Minimum CRCM �B within 3 h of
minimum Dst* to minimum Dst*, as a function of average
AE index during the 6 h prior to storm peak (minimum
Dst*). Storms driven by CMEs are represented as squares
and those driven by CIRs by filled triangles. The dotted
and solid lines are best fit lines to CME and CIR results,
respectively.
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3.3. Comparison to Previous Results
[28] Liemohn and Jazowski [2008] and, later, Liemohn

et al. [2010] used the HEIDI model to simulate 79 storms
(11 of which were CIR-driven). These storms were taken
from the database compiled by Zhang et al. [2007a, 2007b]
of storms between 1996 and 2005 that had a minimum
Dst � –100 nT. They calculated a ratio of minimum DPS-
derived Dst* to minimum Dst* for each storm, instead of
using DPS-derived Dst* at minimum Dst* as in our study.
Liemohn et al. [2010] modeled each storm, where possible,
using five different combinations of plasma and electric field
boundary conditions. In their study, the five-run-average
ratios were 0.70 and 0.52 for CME and CIR-driven storms,
respectively, meaning that CIR-driven storms underpre-
dicted Dst* by approximately 25% more than CME-driven
storms.

[29] Figure 6 shows our results in a format comparable
to Liemohn and Jazowski [2008] and Liemohn et al. [2010],
using their definition of Dst* (defined by equation (1) with
the values of a, b, and c given as 1.3, 8.7, and 11.0,

Figure 6. Minimum CRCM�B as a function of minimum
Dst*

L. Storms driven by CMEs are represented as squares and
those driven by CIRs by triangles. Storm strength, as mea-
sured by minimum Dst*

L, increases from left to right. The
line represents a slope of unity. Filled symbols represent
storms whose minimum Dst is greater than –100 nT.

respectively), which will be hereafter referred to as Dst*
L.

The filled symbols represent storms that were too weak to
be included in their studies. Storms with parameters beyond
the limits of the T96 model (M9, M11, M12, and M13)
are not included. Our results show that for the stronger
storms, the average ratio of �B to Dst*

L is 1.00 and 0.83
for CME and CIR-driven storms, respectively. This agrees
with Liemohn et al. [2010] in that storms with a minimum
Dst � –100 nT yielded lower average ratios for CIR-driven
storms than CME-driven storms. However, in our study,
ratios for the CIR-driven storms with a minimum Dst >
–100 nT exceeded those of CME-driven storms (1.12 and
0.91, respectively). This implies that the observed underpre-
diction of Dst* for CIR-driven storms may only apply to
stronger storms.

[30] Figure 7 shows our results for the three storms high-
lighted by Liemohn and Jazowski [2008]. The Dst*

L is under-
predicted for the strongest CME-driven storm (March–April
2001). This can be explained by the fact that the T96 model
inputs were beyond the magnetic field model limits for this
storm. As for the other two storms, our study accurately pre-
dicts the Dst*

L for the CME-driven storm (May 1997; M5)
but underpredicts the CIR-driven storm (May 2005; I11).
This is in agreement with Liemohn and Jazowski [2008],
who showed a good match between actual and modeled Dst*

L
for the CME and underprediction for the CIR (Figures 1, 3,
and 5 of that paper).

[31] Our results for individual storms seem to generally
agree with those of the previous studies. However, we find
that the ratio of �B to Dst*

L is higher for CIR-driven storms
than CME-driven ones for storms that were too weak to be
included in those previous studies.

[32] Both Jordanova [2006] and Jordanova et al. [2009]
modeled CME- and CIR-driven storms using the RAM
model. Jordanova [2006] found that modeled SYM-H
(an index that is similar to 1 min resolution Dst) was
underestimated when compared to actual SYM-H during a
CIR-driven storm (10 March 1998; I9) but was a good match
during a CME-driven storm (15 May 1997; M5)
[Jordanova, 2006, Figure 1]. Jordanova et al. [2009]
showed similar results with two other storms: one
CIR driven (23 October 2002) and one CME driven
(22 April 2001). This led them to the conclusion that models
underestimate the ring current for CIR-driven storms.

(a) (b) (c)

Figure 7. CRCM �B compared to Dst*
L for two CME-driven storms, (a) and (b), and one CIR-driven

storm, (c). The solid and dashed lines represent �B and Dst*
L, respectively.
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[33] For our comparison, we modeled the same four
events. Figure 8 shows actual and modeled Dst* for
these storms. For the storms modeled by Jordanova
[2006], we compared to the results calculated with
the Weimer 2001 potential model [Weimer, 2001] and
no radial diffusion (Figure 1 of that paper). For the
storms modeled by Jordanova et al. [2009] (Figure 4 of
that paper), we compared to the results calculated with
the Volland-Stern potential model [Volland, 1973; Stern,
1975; Maynard and Chen, 1975]. Our minimum mod-
eled Dst* values for the CIR-driven storms were within
10 nT of theirs; however, our values for the CME-
driven storms had magnitudes that were much lower
(a greater than 20 nT difference). The model minimum Dst*
for the May 1997 CME-driven storm was the closest to the
actual minimum Dst* (11% underpredicted), while the April
2001 CME-driven storm had the worst agreement (47%
underpredicted, resulting in an average of 29% for the two
storms). It is not clear what is causing the severe underpre-
diction in the latter case, as no unusual behavior was noted
in solar wind data or the AE index. Both CIR-driven storms
were underpredicted by approximately 29%, so we do not
find a dependence in underprediction on storm driver. The
main difference between our results and those of the previ-
ous studies is the lower magnitude of modeled Dst* of our
CME-driven storm results.

[34] Our CRCM study has an advantage over these other
studies in that its computational domain (up to L-shell of 10)
includes the entirety of the ring current. By contrast, the
outer boundaries of the HEIDI and RAM models were
L-shells of 6.6 and 6.5, respectively. Figure 9 shows the ratio
of �B for the total ring current energy to inner ring current
energy (within an L-shell of 6.6) at the storm peak for the
storms in this study. On average, about half of the total ring
current energy lies between L-shells of 6.6 and 10 (approxi-
mately 50% and 42% for the CME- and CIR-driven storms,
respectively). However, the use of a static magnetic field
in the CRCM likely overestimates this value by limiting
radial transport and, therefore, depth of particle penetration.
Regardless, the ring current region beyond geosynchronous
orbit can contribute a significant amount to the total ring
current energy, even when it contains low energy densities,
due to large flux tube volumes.

Figure 9. Ratio of CRCM �B to CRCM �B within a
boundary at L-shell of 6.6, as a function of minimum Dst*,
plus or minus 3 h. Storms driven by CMEs are represented as
squares and those driven by CIRs by filled triangles. Storm
strength, as measured by minimum Dst*, increases from left
to right. The dotted and solid lines are best fit lines to CME
(all except M8) and CIR results, respectively.

4. Discussion
4.1. CRCM Reproduction of Dst*

[35] The configuration of the CRCM used for this study
predicts peak storm Dst* for CME-driven storms very well,
when the associated solar wind parameters are within model
limits. The sole exception in our study is the 28 October
2001 storm (M8), which is significantly underpredicted. The
predicted peak Dst* values for CIR-driven storms, on the
other hand, show large deviations. The weaker CIR-driven
storms (Dst* below approximately –55 nT) are overpre-
dicted, while stronger ones are underpredicted. In fact, for
storms with this driver, agreement with minimum Dst*
appears to get worse as storm strength increases.

[36] After testing with a variety of model settings, we
are confident that those chosen are close to optimal for
reproducing Dst*. However, the determination of time delay
between solar wind conditions and plasma sheet density

(a) (b) (c) (d)

Figure 8. CRCM �B compared to Dst* for two CIR-driven storms, (a) and (c), and two CME-driven
storms, (b) and (d). The solid and dashed lines represent �B and Dst*, respectively.
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appears to have the potential for improvement. For this
study, we use a 3 h delay between solar wind changes and
plasma sheet density calculations. Although this results in
better agreement with times of minimum Dst* and over-
all shape of Dst*, removing the delay sometimes results in
better agreement with initial, rapid Dst* drops in the main
phase. This hints at the possibility that the plasma sheet
may respond rapidly to solar wind conditions that drive an
increase in density, while responding much slower to those
that would lower it.

[37] Because we are holding the magnetic field constant,
our model setup can only evaluate the effects of convec-
tion and boundary conditions on ring current energy content.
Other mechanisms that affect the ring current, such as sub-
storms and the effects of external currents, are obviously not
included. The fact that these results reproduce the shape of
Dst* very well indicates that convection and boundary con-
ditions are the main factors affecting Dst*. Work is currently
being done to couple MHD models to the CRCM in order
to improve the model response by modeling magnetic field
fluctuations self-consistently with the global dynamics of
the magnetosphere [Fok et al., 2006; Buzulukova et al.,
2010; Fok et al., 2011].

4.2. Dependence on Driver
[38] The agreement between CRCM �B and Dst* is

especially good for CME-driven storms, not just in shape
but in minimum Dst*, which seems to show that factors
other than convection and boundary conditions are minor
for these storms. The results for CIR-driven storms, on the
other hand, have larger deviations from actual Dst*. Other
mechanisms appear to be more important for this class of
storms, although our study does not clearly identify which
ones. One possible explanation is that the large, rapid oscil-
lations in solar wind parameters due to Alfvén waves that
are associated with CIR-driven storms contribute to ring cur-
rent energization through some non-convective mechanism.
In particular, these waves have previously been shown to
drive sub-storm activity. Our analysis seems to show a rela-
tionship between sub-storm activity and agreement between
modeled and actual Dst* for CIR-driven storms (Figure 5).
However, we could not show that statistically.

[39] We find that CRCM�B dependence on Dst* at storm
peak is significantly different for CMEs and CIRs. This
was determined by using a regression model with driver-
dependent parameters and showing that they significantly
differed from a value of zero.

[40] The model greatly underestimated Dst* for the
28 October 2001 storm (M8). Adiabatic energization due
to rapid magnetosphere compression appears to explain the
unexpectedly large Dst* response. The CRCM is set up to
only model the effects of convection and therefore does
not account for this additional mechanism. This particular
storm also has solar wind features commonly associated
with CIRs, such as large oscillations in Bz and a rapid
increase in solar wind velocity, which could also contribute
to the different Dst* response.

4.3. Comparison to Previous Research
[41] Our results have good agreement with those of

Liemohn and Jazowski [2008], Liemohn et al. [2010], and
Jordanova [2006], in that CIR-driven storms tend to be

Figure 10. Inner ring current. Minimum CRCM �B
within 3 h of minimum Dst*, calculated within a boundary
at L-shell of 6.6, as a function of minimum Dst*. Storms
driven by CMEs are represented as squares and those driven
by CIRs by filled triangles. Storm strength, as measured
by minimum Dst*, increases from left to right. The dashed
line represents a slope of unity. The dotted and solid lines
are best fit lines to CME (all except M8) and CIR results,
respectively.

more underpredicted by models, but only when stronger
storms are considered. However, our results with the two
storms modeled by Jordanova et al. [2009] seemed to show
the opposite, due to a 47% underprediction of Dst* by
the CRCM in the case of the CME-driven storm. It was
also noted that very weak CIR-driven storms were actually
overpredicted.

[42] The expanded boundary of the CRCM in our study
(out to an L-shell of 10) has the advantage of including the
entire ring current domain. The improvement in the results
is evident, especially for CME-driven storms, when compar-
ing Figure 4 to Figure 10, which only includes ring current
energy within an L-shell boundary of 6.6.

5. Conclusions
[43] We used the CRCM to model 13 CME-driven and

11 CIR-driven storms. Each storm that was selected had
solar wind parameters that fit a typical profile for storms
caused by its particular solar wind driver. Surface equatorial
magnetic disturbance was estimated from the modeled ring
current energy and compared to Dst* at storm peak. Our
results show the following:

[44] 1. With our configuration, the CRCM predicts the
shape of Dst* well and, in the case of CME-driven
storms, the minimum Dst* very well. Given the pro-
cesses modeled with the CRCM, this indicates that con-
vection and plasma sheet density at the boundary are
the most important factors controlling Dst* for these
types of storms. However, there is substantial variation
between actual and simulated Dst* for CIR-driven storms.
Sub-storm activity appears to play a role in ring current
energization for these types of storms.

[45] 2. There are limitations on the strength of storms
that can be modeled by the CRCM, as configured for this
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study, due to the limitations of the T96 magnetic field model.
The relationship between solar wind conditions and plasma
sheet density at the model boundary also appears to be more
complicated than can be simulated by a simple time delay.

[46] 3. Our results find a significant difference between
CIR- and CME-driven ring current modeled Dst* when
compared to Dst* for storms of similar strength.

[47] 4. When comparing our individual storm results to
previous studies, we generally agree that Dst* for CIR-
driven storms is more underpredicted than for that of CME-
driven storms, but only for stronger CIR-driven storms
(minimum Dst* � –50 nT). We find that weaker CIR-driven
storms are actually overpredicted.

[48] 5. We find that approximately half of the total ring
current energy lies beyond an L-shell of 6.6 (50% and 42%
for CME and CIR-driven storms, respectively). The CRCM
domain encompasses the entire ring current region, so it has
the advantage over other models of including outer ring cur-
rent effects. However, the use of a static magnetic field in the
CRCM may limit radial transport into the inner ring current,
causing overestimation of the energy content of the outer
region.
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