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Abstract

We consider continuous triangular maps on \(I^N\), where \(I\) is a compact interval in the Euclidean
space \(\mathbb{R}\). We show, under some conditions, that the orbit of every point in a triangular map
converges to a fixed point if and only if there are no periodic orbit of prime period two. As
a consequence we obtain a result on global stability, namely, if there are no periodic orbits of
prime period 2 and the triangular map has a unique fixed point, then the fixed point is globally
asymptotically stable. We also discuss examples and applications of our results to competition
models.
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1 Introduction

Global dynamics and global stability of dynamical systems in higher dimension are some of the
most challenging problems in Mathematics. An important problem in this area is the LaSalle conjec-
ture [10] which states that if all the eigenvalues of the Jacobian matrix of a map have modulus less
than one at every point in the domain, then the fixed point of the system is globally asymptotically
stable. It turns out that LaSalle’s conjecture is false even for planar maps, as shown independently
by Chamberland [4] and Martelli [12]. In its essence, LaSalle’s conjecture strives to find conditions
under which a fixed point of a map is globally asymptotically stable.

Realizing that unimodal one dimensional maps and most of planar population models do not
satisfy the stringent condition on the eigenvalues of the Jacobian matrix of a map, the authors
developed a different approach in [2] to global asymptotic stability. The authors showed that if
the unique fixed point of the planar Ricker competition model is locally asymptotically stable then,
under minor conditions, it is globally asymptotically stable. Note that to ensure local asymptotic
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stability of a fixed point, it is sufficient to show that the modulus of the eigenvalues of the Jacobian is less than one in a small neighborhood of the fixed point.

It is trivially true that if a map has a fixed point that is globally asymptotically stable, then there are no periodic orbits of prime period greater than or equal to two. In one dimension, Elaydi and Sacker have shown in [7] that the converse is also true provided that the orbits are bounded and there is only one fixed point. One may consider if this also holds in higher dimension. In this article, we show that for a class of maps, called triangular, this result may be extended provided that all the orbits are bounded. The significance of our result is due to the fact that our conditions for global asymptotic stability are easily verifiable. Moreover, our main result, Theorem 3.1, is much more general since it establishes the global dynamics of triangular maps that possess more than just one fixed point. It should be noted that results on the global dynamics of planar monotone maps were established by Smith in [15].

An important tool needed in the sequel is Sharkovsky’s Theorem. Established in [14], it has played a role of paramount importance in the dynamics of one-dimensional maps. In higher dimensions, Kloeden has shown in [9] that Sharkovsky’s Theorem also holds for triangular maps. However it was not until recent work on stability of the authors in [2] and [8] that a better understanding of the stable and unstable manifold yielded the appropriate setting to generalize the work in [7] and establish our results on global asymptotically stability and global dynamics.

We organize the paper as follows. In section 2 we introduce the notation and discuss the known and relevant results to this work. In section 3 we proof the main result of this note and establish a result on global asymptotically stability. Finally, in section 4 we provide examples of triangular maps, including the triangular Leslie-Gower competition model, to illustrate our results. In addition, we given an in depth analysis of the logistic triangular map on \( I^N \), where \( I = [0,1] \), is provided.

2 Preliminaries

We begin with a discussion of the materials and concepts that will be used in this paper. Let us now introduce the main object of study in this work.

**Definition 2.1.** A map \( F : \mathbb{R}^N \to \mathbb{R}^N \) is said to be **triangular** if it can be written as

\[
F(x_1, x_2, ..., x_N) = (f_1(x_1), f_2(x_1, x_2), ..., f_N(x_1, x_2, ..., x_N))
\]

For a point \( x \in \mathbb{R}^N \), the orbit of \( x \) under \( F \) is given by

\[
O(x) = \{F^n(x) | n \in \mathbb{Z}^+\},
\]

where \( \mathbb{Z}^+ \) is the set of nonnegative integers. The omega limit set \( \omega(x) \) of \( x \in \mathbb{R}^N \) is defined as

\[
\omega(x) = \{z \in \mathbb{R}^N | F^{n_i}(x) \to z, \text{ as } n_i \to \infty\},
\]

for some subsequence \( n_i \) of \( \mathbb{Z}^+ \). The set \( \omega(x) \) is closed and invariant and it is non-empty if the orbit closure of \( x \) is compact.

In the case of one dimensional maps, Elaydi and Sacker [7] have show that if a map does not have a periodic orbit, then the orbit of every point converges to a fixed point. Namely, they have shown the following result.

**Theorem 2.2** (Elaydi-Sacker [7]). Let \( I = [a, b] \subseteq \mathbb{R} \) and \( f : I \to I \) be a continuous map. If \( f \) has no points of prime period two, then every orbit under the map \( f \) converges to a fixed point.
It should be noted that Theorem 2.2 is also true if the interval $I$ is replaced by $\mathbb{R}^+ = [0, \infty)$ but under the assumption that all orbits are bounded. The proof of Theorem 2.2 relies on the celebrated Sharkovsky’s Theorem [14] for one-dimensional dynamical systems. Sharkovsky introduces an ordering $\triangleright$ of the positive integers which we indicate below

$$
3 \triangleright 5 \triangleright 7 \triangleright 9 \ldots \triangleright (2n+1) \times 2^0 \triangleright \ldots

3 \times 2 \triangleright 5 \times 2 \triangleright 7 \times 2 \triangleright 9 \times 2 \ldots \triangleright (2n+1) \times 2^1 \triangleright \ldots

\vdots

3 \times 2^n \triangleright 5 \times 2^n \triangleright 7 \times 2^n \triangleright 9 \times 2^n \ldots \triangleright (2n+1) \times 2^n \triangleright \ldots

\vdots

\ldots \triangleright 2^n \triangleright 2^{n-1} \triangleright \ldots \triangleright 2^3 \triangleright 2^2 \triangleright 2^1 \triangleright 2^0
$$

Then Sharkovsky’s Theorem [14] is as follows.

**Theorem 2.3** (Sharkovsky [14]). Let $F : I \to I$ be a continuous map which has a periodic orbit of prime period $k$. Then for any positive integer $l$ that is preceded by $k$ in the Sharkovsky’s order $k \triangleright l$, there is a periodic orbit of prime period $l$.

We note that Theorem 2.3 is a one-dimensional result and, in general, it is not known if it holds in higher dimensions. However, if one considers triangular maps, Kloeden [9] showed that Sharkovsky’s Theorem holds true.

**Theorem 2.4** (Kloeden [9]). Let $F : I^N \to I^N$ be a continuous triangular map. Then the conclusion of Sharkovsky’s Theorem holds true.

In our work, we will focus on the generalization of Theorem 2.2 for triangular maps with domain and codomain to be $N$-dimensional cubes, that is, $I^N$ where $I = [a, b] \subset \mathbb{R}$. We note that in applications to population models, where the domain is the nonnegative orthant $\mathbb{R}^+_N$, we shall add the assumption that all orbits are bounded and our results will remain valid.

Another interest of the results in this paper are on the investigation of global stability of fixed points. Indeed, let us consider the map $F : I^N \to I^N$ of class $C^1$ and let $x^*$ be a fixed point of the map $F$. We say that $x^*$ is **stable** if for any $\varepsilon > 0$, there is $\delta > 0$ such that for all $x_0 \in I^N$ with $\|x_0 - x^*\| < \delta$ we have $\|F(x_0) - F(x^*)\| < \varepsilon$. In addition, $x^*$ is **attracting** if there is $\eta > 0$ such that $\|x_0 - x^*\| < \eta$ implies $\lim_{n\to\infty} F^n(x_0) = x^*$. Finally, $x^*$ is **asymptotically stable** if it is both stable and attracting. Observe that such definitions are local, that is, only need to be satisfied on a neighborhood of $x^*$. Thus we say that $x^*$ is globally asymptotically stable if the above definition holds for all $\eta$.

Analytically, these questions, at least locally, are often considered by looking at the eigenvalues of the Jacobian matrix of $F$ at $x^*$, denoted by $JF(x^*)$. Indeed, let us define $\sigma(x^*) = \{\lambda \in \mathbb{C} | \lambda \text{ is an eigenvalue of } JF(x^*)\}$ When clear from context, we will simple denote $\sigma(x^*)$ as $\sigma$. We have that $\sigma$ decomposes as the following subsets.

$$
\sigma^s = \{\lambda \in \mathbb{C} | |\lambda| < 1\},
\sigma^c = \{\lambda \in \mathbb{C} | |\lambda| = 1\},
\sigma^u = \{\lambda \in \mathbb{C} | |\lambda| > 1\}.
$$
For each of the subsets above, the tangent space of $x^*$ is decomposed into the invariant subspaces $E^s, E^c, E^u$ corresponding to $\sigma^s, \sigma^c, \sigma^u$, that is, $\mathbb{R}^N = E^s + E^c + E^u$. It should be noted that some of these subspaces may be trivial subspaces.

Given an open neighborhood $U$ of $x^*$, the local stable manifold for $x^*$ in this neighborhood is defined to be the set

$$W_{loc}^s(x^*, U) = \{z \in U | \lim_{n \to \infty} F^n(z) = x^*\}$$

and the local unstable manifold for $x^*$ in the neighborhood $U$ is the set

$$W_{loc}^u(x^*, U) = \{z \in U | \text{there exists a complete negative orbit } \{x^*_{-n}\} \subset U \text{ such that } \lim_{n \to \infty} x^*_{-n} = x^*\}$$

The stable manifold theory [6, 13] guarantees the existence of the local stable and unstable manifolds in a suitable open neighborhood $U$ of the fixed point $x^*$. In this case, we denote the stable, center, and unstable manifolds of $x^*$ by $W_{loc}^s(x^*), W_{loc}^c(x^*), W_{loc}^u(x^*)$, respectively. Moreover, all these manifolds are invariant.

Once we have the local unstable manifold, then the global unstable manifold is given by

$$W^u(x^*) = \bigcup_{n \geq 0} F^n (W_{loc}^u(x^*))$$

It should be noted that since $F$ is of class $C^1$, both $W_{loc}^u$ and $W_{loc}^s$ are $C^1$ manifolds.

3 Main Results

We consider the dynamics of triangular maps, as defined in 2.1 with domain and codomain $I^N \subseteq \mathbb{R}^n$, where $I = [a, b]$. Our main result generalizes Theorem 2.2 and has applications to determine global stability. The main theorem is as follows.

**Theorem 3.1.** Let $F : I^N \to I^N$ be a continuous $C^1$ triangular map such that each fixed points $x^*$ is a locally stable fixed points of $F|_{W_{loc}^s(x^*)}$. Then every orbit in $I^N$ converge to a fixed point if and only if there are no periodic orbits of prime period two.

We remark that if a fixed point $x^*$ is hyperbolic, i.e., none of the fixed points are on the unit circle, then the condition on the center manifold, that is, the fixed point $x^*$ is a locally stable fixed points of $F|_{W_{loc}^s(x^*)}$, is not needed. An important consequence of Theorem 3.1, is the following result establishing global stability.

**Corollary 3.2.** Suppose that the triangular map $F$ has a unique fixed point $x^*$ and $x^*$ is stable for $F|_{W_{loc}^s(x^*)}$. Then $x^*$ is globally asymptotically stable if and only if $F$ has no periodic orbits of prime period two.

The proof of our main result, Theorem 3.1, is obtained by taking advantage of the structure our triangular maps. First, let us establish some lemmas that will be used in our proof.

**Lemma 3.3.** If the triangular map $F = (f_1, f_2, \ldots, f_N) : I^N \to I^N$ has no periodic orbits of period 2, then the map $f_1$ has no periodic orbits of prime period greater than one.
Proof. Assume that $F$ has no periodic orbits of period two. Since Sharkovsky’s order is valid for triangular maps, see Theorem 2.4, we conclude that $F$ has no periodic orbits of any prime period greater than one. Let us now suppose towards a contradiction that $f_1$ has a periodic orbit of prime period $r > 1$, we will show that this will induce a periodic orbit of $F$ which is the desired contradiction.

Using the Sharkovsky order, we conclude by Theorem 2.3 that $f_1$ must have a periodic orbit of prime period two, say that this orbit is $\{a_{11}, a_{12}\}$. Note that $a_{11}$ is a fixed point under the composition map $f_1^2 = f_1 \circ f_1$, and for simplicity we will denote such fixed point by $a_1^*$.

Next, we consider the component map $f_2 : I^2 \to I$ and define the following maps $f_{21}, f_{22} : I \to I$ by

$$f_{21}(z) = f_2(a_{11}, z) \quad \text{and} \quad f_{22}(z) = f_2(a_{12}, z).$$

Now consider the composition map $\hat{f}_2 = f_{22} \circ f_{21}$. From Theorem 2.2 we have that either $\hat{f}_2$ has a periodic orbit of prime period two or every orbit converges to a fixed point of $\hat{f}_2$.

In the later case, if the orbits of $\hat{f}_2$ converges to a fixed point, we pick one of these fixed points and denote it by $a_2^*$. Observe that trivially, $a_2^*$ is a periodic orbit of $\hat{f}_2$. In the case that $\hat{f}_2$ has a periodic orbit of prime period two, say $\{a_{21}, a_{22}\}$, we have that $\hat{f}_2^2$ has a fixed point, without lost of generality, we denoted it as $a_2^*$.

For notational purposes, let us denote the orbit of $\{a_{21}, a_{22}\}$ by the maps $f_{21}$ and $f_{22}$ as

$$f_{21}(a_{21}) = \tilde{a}_{21}, \quad f_{22}(\tilde{a}_{21}) = a_{22}, \quad f_{22}(a_{22}) = \tilde{a}_{22}, \quad f_{22}(\tilde{a}_{22}) = a_{21}.$$

Observe that if one considers the map $F_{12} : I^2 \to I^2$ to be given by $F_{12}(x_1, x_2) = (f_1(x_1), f_2(x_1, x_2))$, then $F_{12}^4(a_{11}, a_{21}) = (a_{11}, a_{21})$, i.e., the map $F_{12}$ obtained by the first two components of $F$ is periodic.

Next, as we proceed to analyze the component map $f_3 : I^3 \to I$ and we define the four maps as follows

$$f_{31}(z) = f_3(a_{11}, a_{21}, z), \quad f_{32}(z) = f_3(a_{12}, \tilde{a}_{21}, z),$$
$$f_{33}(z) = f_3(a_{11}, a_{22}, z), \quad \text{and} \quad f_{34}(z) = f_3(a_{12}, \tilde{a}_{22}, z).$$

Consider their composition $\hat{f}_3 = f_{34} \circ f_{33} \circ f_{32} \circ f_{31}$. Similarly to the reasoning above $\hat{f}_3$ either has a periodic orbit of prime period two or every orbit converges to a fixed point. Again, by analogous process, either case produces a periodic orbit of $\hat{f}_3$, that is, the map $\hat{f}_3^m$ has a fixed point for some $m > 1$. Hence the map obtained by the first three components of $F$ is periodic. Repeating this process $N$ times, we obtain the point $(a_1^*, a_2^*, \ldots, a_N^*)$ which is a fixed point of the map $F^k$, for some positive integer $k > 1$, that is, we obtain a periodic point of $F$ which is the contradiction we seek. Thus the map $f_1$ has no periodic orbits of prime period 2 and by Sharkovsky’s Theorem, we conclude that $f_1$ has no periodic orbits of any prime period greater than one. \hfill \Box

As we proceed with our goal to prove Theorem 3.1, we observe that Lemma 3.3 allows us to conclude that the first component map $f_1$ does not have a periodic point if the map $F$ does not have a periodic orbit. This implies by Theorem 2.2 that one could simply work on the fiber of each fixed point of the map $f_1$.

In the sequel, we will need the following result of Brunovský and Poláčik [3].
Theorem 3.4 (Brunovský-Poláčik [3]). Let \( x^* \) be a fixed point of the map \( F \) such that \( x^* \in \omega(x) \) for some point \( x \in I^N \). Assume further that \( x^* \) is stable for \( F|_{W^c_{loc}(x^*)} \). Then either \( \lim_{n \to \infty} F^n(x) = x^* \) or else \( \omega(x) \) contains a point of \( W^u_{loc}(x^*) \setminus \{x^*\} \).

Observe that if the omega limiting set consists of a set of fixed points, then a similar result to Theorem B in [3] was proven by Aulbach in [1].

In addition, if the local center manifold \( W^c_{loc}(x^*) \) of a fixed point is one-dimensional, then one may provide conditions for \( x^* \) to be stable for \( F|_{W^c_{loc}(x^*)} \). For instance, let \( f = F|_{W^c_{loc}(x^*)} \). If \( f'(x^*) = 1 \), then \( x^* \) is stable for \( F|_{W^c_{loc}(x^*)} \) if \( f''(x^*) = 0 \) and \( f'''(x^*) < 0 \). On the other hand, if \( f'(x^*) = -1 \), then \( x^* \) is stable for \( F|_{W^c_{loc}(x^*)} \) if the Schwartzian derivative \( (Sf)(x^*) < 0 \), where

\[
(Sf)(x^*) = \frac{f'''(x^*)}{f'(x^*)} - \frac{3}{2} \left( \frac{f''(x^*)}{f'(x^*)} \right)^2.
\]

Proof of Theorem 3.1. Let \( x = (x_1, x_2, \ldots, x_N) \in I^N \). From the assumption that \( F \) has no periodic orbits of prime period 2, we conclude by Lemma 3.3 that the coordinate map \( f_1 \) has no periodic orbits of prime period 2. Therefore, by Theorem 2.2 we must have

\[
\lim_{n \to \infty} f_1^n(x_1) = x_1^* ,
\]

for some fixed point \( x_1^* \) of the \( f_1 \). Let us now consider the map \( F_2 : I^2 \to I^2 \) given by

\[
F_2(u, v) = (f_1(u), f_2(u, v)).
\]

From the discussion above, the omega limit set \( \omega(x_1, x_2) \) under \( F_2 \) will be contained in the fiber \( \{(x_1^*, t) | t \in I\} \). By compactness, there exists \( (x_1^*, y_2) \in \omega(x_1, x_2) \). Next, define the map \( \hat{f}_2 : I \to I \) given by \( \hat{f}_2(t) = f_2(x_1^*, t) \), that is, the map \( f_2 \) restricted to the fiber of \( I^2 \) with first component \( x_1^* \). An analogous argument of Lemma 3.3 with the restriction of \( F \) to the hypersurface \( H_{x_1^*} \) \( \{(x_1, x_2, \ldots, x_N) \in I^N | x_1 = x_1^* \} \) establishes that if \( F \) has no periodic orbits of prime period 2, then neither does the map \( \hat{f}_2 \). Using Theorem 2.2 applied to the point \( y_2 \), we obtain that

\[
\lim_{n \to \infty} \hat{f}_2^n(y_2) = x_2^* ,
\]

where \( x_2^* \) is a fixed point of \( \hat{f}_2 \). Hence \((x_1^*, x_2^*)\) is a fixed point of the map \( F_2 \) and we have that \((x_1^*, x_2^*) \in \omega(x_1^*, y_2) \). Since the omega limiting set is closed and invariant, see [6, 13], we must have that \((x_1^*, x_2^*) \in \omega(x_1, x_2)\) and the map \( F_2 \) satisfies the hypotheses of Theorem 3.4. Therefore, we have that either \( \lim_{n \to \infty} F_2^n(x_1, x_2) = (x_1^*, x_2^*) \) or there exists \( z = (z_1, z_2) \in \omega(x_1, x_2) \cap W^u_{loc}(x_1^*, x_2^*) \).

Assume that the second alternative holds, that is, there is a point \( z = (z_1, z_2) \in \omega(x_1, x_2) \cap W^u_{loc}(x_1^*, x_2^*) \). From (3.2) we have that \( \omega(X) \subseteq H_{x_1^*} \) and in particular \( z_1 = x_1^* \).

Now consider the dynamics of the point \( z = (x_1^*, z_2) \) under the map \( F_2 \). Since \( x_1^* \) is a fixed point of \( f_1 \), the global unstable manifold of \((x_1^*, x_2^*)\) belongs to the fiber \( \{(x_1^*, t) \in I^2 \} \) and it can be viewed as a bounded interval on this fiber because the orbits of \( F \) are, by hypotheses, bounded. In addition, the endpoints of \( W^u(x_1^*, x_2^*) \) must be fixed points of \( F_2 \) and without loss of generality, we have

\[
\lim_{n \to \infty} F_2^n(x_1^*, z_2) = (x_1^*, z_2^*),
\]

where \((x_1^*, z_2^*)\) is an endpoint of \( W^u(x_1^*, x_2^*) \) and a fixed point of \( F_2 \). In fact, we can also say a bit more about \((x_1^*, z_2^*)\). First, there is a neighborhood \( U \) of \((x_1^*, z_2^*)\) such that \( U \cap W^u(x_1^*, z_2^*) = W^u_{loc}(x_1^*, z_2^*) \),
that is, near \((x_1^*, z_2^*)\), the global unstable manifold of \((x_1^*, x_2^*)\) contains the locally stable manifold of \((x_1^*, z_2^*).\) Secondly, \((x_1^*, z_2^*) \in \omega(x_1, x_2)\) as \(\omega(x_1, x_2)\) is closed and invariant and \((x_1^*, z_2) \in \omega(x_1, x_2)\) by our assumption above.

Therefore, we can again apply Theorem 3.4 with respect to the fixed point \((x_1^*, z_2^*)\) and conclude that either
\[
\lim_{n \to \infty} F^n_2(x_1, x_2) = (x_1^*, z_2^*)
\]
or there exists \(z' = (z_1', z_2') \in \omega(x_1, x_2) \cap W_{loc}^u(x_1^*, z_2^*).

However, the second alternative leads to a contradiction since \((x_1^*, z_2^*)\) cannot have a local unstable manifold. Indeed, by the argument above it has a locally stable manifold and in order to \(W_{loc}^u(x_1^*, z_2^*)\) exist we must have that \((x_1^*, z_2^*)\) is semi-stable which cannot occur by the hypotheses of our Theorem.

Thus, \((x_1, x_2)\) must converge to a fixed point of \(F_2\), and for simplicity of notation, we assume that
\[
\lim_{n \to \infty} F^n_2(x_1, x_2) = (x_1^*, x_2^*).
\]

Next, define \(F_3 : I^3 \to I^3\) by letting
\[
F_3(z_1, z_2, z_3) = (f_1(z_1), f_2(z_1, z_2), f_3(z_1, z_2, z_3)),
\]
and consider the point \((x_1, x_2, x_3)\). Then using an argument similar to the one used above, we consider the map \(\hat{f}_3 : I \to I\) to be \(\hat{f}_3(t) = f_3(x_1^*, x_2^*, t)\), that is, the map \(f_3\) restricted to the fiber of \(I^3\) with the first two coordinates \((x_1^*, x_2^*)\). We can then show that
\[
\lim_{n \to \infty} F^n_3(x_1, x_2, x_3) = (x_1^*, x_2^*, x_3^*),
\]
where \((x_1^*, x_2^*, x_3^*)\) is a fixed point of \(F_3\). Iterating this process, one may show that the orbit of the point \((x_1, x_2, \ldots, x_N)\) converges to a fixed point of the map \(F\).

\[\square\]

### 4 Illustrative examples

In this section we present some examples in order to better show how our results can be applied.

**Example 4.1.** Consider the triangular map defined on \(\mathbb{R}_+^2\) given by
\[
F(x, y) = (ax, y(1 + x)), \quad \text{with} \ |a| < 1.
\]
The map \(F\) has a 2-periodic solution whenever \(F(F(x, y)) = (x, y)\), or equivalently,
\[
a^2x = x \quad \text{and} \quad y(1 + x)(1 + ax) = y.
\]

The only solution of the system (4.1) is \((0, y)\) since \(|a| < 1\). In this case, we see that \((0, y)\) is also a fixed point and thus the map \(F\) has no periodic orbits of prime period two. We observe that the orbits of \(F\) are bounded. Indeed, for any \((x_0, y_0) \in \mathbb{R}_+^2\), we have that
\[
F^n(x_0, y_0) = \left(a^n x_0, y_0 \prod_{j=0}^{n-1} (1 + a^j x_0)\right).
\]
The first component is bounded as \(|a^n x_0| < |x_0|\) while the second component is bounded because the infinite product \(\prod_{j=0}^{\infty} (1 + a^j x_0)\) converges to a limit, say \(\beta > 0\). Indeed, since \(\sum_{n=0}^{\infty} a^n\) converges one can show, see for instance [5, pp. 345] that
\[
\lim_{n \to \infty} \prod_{j=0}^{n} (1 + a^j x_0) = \beta y_0.
\]

Hence the orbits of \( F \) are bounded. Next, we compute \( \sigma(0, y) = \{ a, 1 \} \). Thus in order to satisfy the hypotheses of Theorem 3.1, we need to show that on the center manifold the fixed point \((0, y)\) is stable. In fact, using the techniques employed in [11], we can show that \( W^{c}_{loc}(0, y) \) is the \( y \)-axis. Since every point in the \( y \)-axis is fixed, then \((0, y)\) is stable for \( F|_{W^{c}_{loc}(0, y)} \). Thus all the hypotheses of Theorem 3.1 are satisfied and therefore every orbit converges to a fixed point.

**Remark 4.2.** A simple modification of Example 4.1 shows that \( F \) may have a periodic orbit of prime period 2. Indeed, consider the triangular map defined on \( \mathbb{R}^2_+ \) given by

\[
F(x, y) = (ax, y(-1 + x)), \quad \text{with } |a| < 1.
\]

Analogous computation shows that the map \( F \) has a 2-periodic solution for \((0, y)\) and if \( y \neq 0 \), then \((0, y)\) is a periodic point of prime period two. In this case for \((x_0, y_0)\), we have

\[
F^n(x_0, y_0) = \left( a^n x_0, (-1)^n \prod_{j=0}^{n-1} (1 + a^n x_0) \right) y_0.
\]

As aforementioned, when \( |a| < 1 \), \( \prod_{j=0}^{\infty} (1 + a^n x_0) = \gamma \), for some \( \gamma \in \mathbb{R} \) then

\[
\lim_{n \to \infty} y_n = \begin{cases} 
\gamma y_0, & \text{if } n \text{ is even} \\
-\gamma y_0, & \text{if } n \text{ is odd}
\end{cases}.
\]

Hence, every orbit of a point \((x_0, y_0)\) in \( \mathbb{R}^2 \) converges to a periodic orbit on the fiber \( x^* = 0 \).

**Remark 4.3.** Another modification of Example 4.1, shows that it is possible for unbounded orbits to exist. For instance, let

\[
F(x, y) = \left( \frac{\mu K x}{K + (\mu - 1)x}, \frac{\alpha L y}{L + (\alpha - 1)y + \beta x} \right),
\]

with \( \mu > 1, K > 0 \), that is, the first component be given by the Beverton-Holt model. Now, for any \((x_0, y_0) \in \mathbb{R}^2_+ \), let \( F^n(x_0, y_0) = (x_n, y_n) \), then \( \lim_{n \to \infty} x_n = K > 0 \). However, as we consider the second component, we see that \( \prod_{n=0}^{\infty} (1 + x_n) = \infty \) and all solutions are unbounded. That is to say that \( \lim_{n \to \infty} F^n(x_0, y_0) = (K, \infty) \) and Theorem 3.1 fails since we have unbounded solutions.

**Example 4.4.** **Triangular Leslie-Gower Competition Model.** Let us consider the triangular map \( F : \mathbb{R}^2_+ \to \mathbb{R}^2_+ \) given by

\[
F(x, y) = \left( \frac{\mu K x}{K + (\mu - 1)x}, \frac{\alpha L y}{L + (\alpha - 1)y + \beta x} \right),
\]

where \( \mu, \alpha > 1, K, L > 0 \). This modified Leslie-Gower Competition Model has the following fixed points: \((0,0), (K,0), (0,L)\) and

\[
(x^*, y^*) = \left( K, \frac{(\alpha - 1)L - \beta K}{(\alpha - 1)} \right).
\]
In order to have \((x^*, y^*)\) belonging in the first quadrant, let us assume that \((\alpha - 1)L > \beta K\). We can also see that the map \(F\) has a periodic orbit of prime period 2 whenever

\[
\begin{cases}
\frac{K\mu x}{K + (\mu - 1)x} = x \\
\frac{\alpha^2 L^2 y}{(L + \beta x + (\alpha - 1)y)(K + (\mu - 1)x \beta x + (\alpha - 1)y + L)} = y
\end{cases}
\]

From the first equation in the systems we get \(x = 0\) or \(x = K\). If \(x = 0\), the solutions of the second equation are \(y = 0\) or \(y = L\), i.e, we obtain the fixed points \((0, 0)\) and \((0, L)\). If \(x = K\), we obtain the solutions \(y = 0\) or \(y = \frac{(\alpha - 1)L - \beta K}{\alpha - 1}\), that is, the fixed points \((K, 0)\) and \((x^*, y^*)\). Hence, the map \(F\) has no periodic points of prime period two.

Notice that the orbits of \(F\) are bounded since \(\frac{\mu Kx}{K + (\mu - 1)x} < \frac{\mu Kx}{(\mu - 1)x} = \frac{\mu K}{\mu - 1}\) and \(\frac{\alpha L y}{L + (\alpha - 1)y + \beta x} < \frac{\alpha L y}{(\alpha - 1)y} = \frac{\alpha L}{\alpha - 1}\).

Now, the Jacobian matrix of \(F\) is given by

\[DF(x, y) = J(x, y) = \begin{pmatrix}
\frac{K^2 \mu}{(K + x)(\mu - 1)} & 0 \\
-L\alpha \beta x & \frac{L \alpha (L + x \beta)}{(L + y)(\alpha - 1) + x \beta^2}
\end{pmatrix}\]

Hence,

\[J(0, 0) = \begin{pmatrix}
\mu & 0 \\
0 & \alpha
\end{pmatrix}, \quad J(K, 0) = \begin{pmatrix}
\frac{1}{\mu} & 0 \\
0 & \frac{L \alpha}{L + K \beta}
\end{pmatrix}, \quad J(0, L) = \begin{pmatrix}
\mu & 0 \\
-\frac{\beta}{\alpha} & \frac{1}{\alpha}
\end{pmatrix}, \quad J(x^*, y^*) = \begin{pmatrix}
\frac{1}{\beta (\alpha - 1) + L \alpha} & 0 \\
\frac{L + K \beta}{\alpha - 1} & \frac{L \alpha}{L \alpha}
\end{pmatrix}.
\]

A straightforward computation shows that the spectrum of \(J(0, 0)\), \(J(K, 0)\), \(J(0, L)\) and \(J(x^*, y^*)\) all lie inside the unit disk. Consequently, the hypotheses of Theorem 3.1 are satisfied and every orbit converges to a fixed point.

Moreover, since \((x^*, y^*) = \left(\frac{K(\alpha - 1)L - \beta K}{\alpha - 1}\right)\) is the unique fixed point in the interior of the first quadrant, it follows by Corollary 3.2 that \((x^*, y^*)\) is globally asymptotically stable fixed point with respect to the interior of the first quadrant.

**Example 4.5. Triangular logistic-type map.** Consider the triangular logistic-type map defined on \([0, 1]^N\) given by

\[F(x_1, x_2, \ldots, x_N) = (f_1(x_1), f_2(x_1, x_2), \ldots, f_N(x_1, x_2, \ldots, x_N)), \quad (4.3)\]

where

\[
\begin{align*}
f_1(x_1) &= \mu_1 x_1(1 - x_1), \\
f_2(x_1, x_2) &= \mu_2 x_2(1 - x_2)x_1, \\
f_3(x_1, x_2, x_3) &= \mu_3 x_3(1 - x_3)x_1x_2, \\
&\vdots \\
f_N(x_1, x_2, \ldots, x_N) &= \mu_N x_N(1 - x_N) \prod_{i=1}^{N-1} x_i,
\end{align*}
\]
The solutions of the first equation are not periodic points. Let us now look how Theorem 3.1 establishes the global dynamics of the fixed point where

\[ E_i = \{x^*_1, 0, \ldots, 0\} \]

and

\[ E_{N-1} = (e^*_1, e^*_2, \ldots, e^*_{N-1}, 0) \]

where

\[ e^*_1 = \frac{\mu_1 - 1}{\mu_1}, e^*_2 = \frac{\sum_{j=1}^{2} (\prod_{i=1, i \neq j}^{2} \mu_i) - \prod_{i=1}^{2} \mu_i}{\mu_2(1 - \mu_1)} \]

and

\[ e^*_k = \frac{\sum_{j=1}^{k} (\prod_{i=1, i \neq j}^{k} \mu_i) - \prod_{i=1}^{k} \mu_i}{(\sum_{j=1}^{k-1} (\prod_{i=1, i \neq j}^{k-1} \mu_i) - \prod_{i=1}^{k-1} \mu_i)} \mu_k, \quad k = 3, 4, \ldots, N. \]

The spectrum of the Jacobian matrix of \( F \) evaluated at the fixed points are

\[ \sigma_{E_0} = \{\mu_1, 0, \ldots, 0\} \]
\[ \sigma_{E_1} = \{2 - \mu_1, -e^*_1 \mu_2, 0, \ldots, 0\} \]
\[ \sigma_{E_2} = \{2 - \mu_1, 2 - e^*_1 \mu_2, -e^*_1 e^*_2 \mu_3, 0, \ldots, 0\} \]

\[ \vdots \]
\[ \sigma_{E_{N-1}} = \left\{2 - \mu_1, 2 - e^*_1 \mu_2, 2 - e^*_1 e^*_2 \mu_3, \ldots, 2 - \left(\prod_{i=1}^{N-2} e^*_i\right) \mu_{N-1}, 2 - \left(\prod_{i=1}^{N-1} e^*_i\right) \mu_N\right\} \]
\[ \sigma_{E_N} = \left\{2 - \mu_1, 2 - e^*_1 \mu_2, 2 - e^*_1 e^*_2 \mu_3, \ldots, 2 - \left(\prod_{i=1}^{N-2} e^*_i\right) \mu_{N-1}, 2 - \left(\prod_{i=1}^{N-1} e^*_i\right) \mu_N\right\}. \]

By considering parameters values as shown in Table 1, we know that each fixed point \( E_i \) is locally asymptotically stable. Let us now look how Theorem 3.1 establishes the global dynamics of the fixed points \( E_i, \quad i = 0, 1, \ldots, N \). Indeed, in order to apply Theorem 3.1, it suffices to show that there are no periodic points.

The map \( F \) has a \( 2 \)-periodic orbit when

\[
\begin{align*}
    f_1 (f_1 (x_1)) &= x_1 \\
    f_2 (f_1 (x_1), f_2 (x_1, x_2)) &= x_2 \\
    f_3 (f_1 (x_1), f_2 (x_1, x_2), f_3 (x_1, x_2, x_3)) &= x_3 \\
    \vdots \\
    f_N (f_1 (x_1), \ldots, f_N (x_1, \ldots, x_N)) &= x_N
\end{align*}
\]

The solutions of the first equation are \( x_1^1 = 0, \) \( x_1^2 = e^*_1 \) and

\[ x_1^{3, 4} = 1 + \frac{\mu_1 \pm \sqrt{(\mu_1 - 3)(\mu_1 + 1)}}{2 \mu_1} \]  \tag{4.5}

Now, if \( \mu_1 < 3 \), then there are no real solutions to (4.5). When \( \mu_1 = 3 \) the solutions to (4.5) are \( x_1^3 = x_1^4 = \frac{3}{2} = e^*_1 \). Hence, when \( \mu_1 \leq 3 \), \( f_1 \) has only fixed points 0 and \( e^*_1 \).

Now, suppose that \( 1 < \mu_1 \leq 3 \) and \( x_1 = e^*_1 \). Then the second equation in (4.4) is equivalent to

\[ (\mu_2 e^*_1)^2 x_2 (1 - x_2)^{-1} = \mu_2 e^*_1 x_2 (1 - x_2) \]
Table 1: Regions, in the parameter space, of local stability of the fixed points $E_i$, $i = 0, 1, \ldots, N$ of the triangular logistic map.

<table>
<thead>
<tr>
<th>Fixed point</th>
<th>Region of local stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_0$</td>
<td>$\mu_1 \leq 1$</td>
</tr>
<tr>
<td>$E_1$</td>
<td>$1 &lt; \mu_1 \leq 3, \epsilon_1^* \mu_2 \leq 1$</td>
</tr>
<tr>
<td>$E_2$</td>
<td>$1 &lt; \mu_1 \leq 3, 1 &lt; \epsilon_1^* \mu_2 \leq 3, \epsilon_1^* \epsilon_2^* \mu_3 \leq 1$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
</tbody>
</table>
| $E_{N-1}$   | $\left\{ \begin{array}{ll} 1 < \mu_1 \leq 3 \\
                        1 < \left( \prod_{i=1}^{k-1} \epsilon_i^* \right) \mu_k \leq 3, \text{ for all } k \in \{2, 3, \ldots, N-1\} \\
                        \left( \prod_{i=1}^{N-1} \epsilon_i^* \right) \mu_N \leq 1 \end{array} \right.$ |
| $E_N$       | $\left\{ \begin{array}{ll} 1 < \mu_1 \leq 3 \\
                        1 < \left( \prod_{i=1}^{k-1} \epsilon_i^* \right) \mu_k \leq 3, \text{ for all } k \in \{2, 3, \ldots, N\} \end{array} \right.$ |

The solutions of this equation are $x_1^3 = 0$, $x_2^3 = e_2^*$ and

$$x_2^{3,4} = \frac{1 + \mu_2 \epsilon_1^* \pm \sqrt{(\mu_2 \epsilon_1^* - 3)(\mu_2 \epsilon_1^* + 1)}}{2\mu_2 \epsilon_1^*}.$$  \hfill (4.6)

Again, if $\mu_2 \epsilon_1^* < 3$, then there are no real solutions to (4.6). When $\mu_2 \epsilon_1^* = 3$ the solutions of (4.6) are $x_2^3 = x_2^4 = \frac{2}{3} = e_2^*$. Consequently, the map $f_2$ has no periodic points, only fixed points.

Now, suppose that $1 < \mu_1 \epsilon_1^* \leq 3$ and $x_2 = e_2^*$. Then the third equation in (4.4) simplifies to

$$(\mu_3 \epsilon_1^* \epsilon_2^*)^2 x_3(1 - x_3)(1 - \mu_2 \epsilon_1^* \epsilon_2^* x_3(1 - x_3)) = x_3,$$

where the solutions are $x_3^1 = 0$, $x_3^2 = e_3^*$ and

$$x_3^{3,4} = \frac{1 + \mu_2 \epsilon_1^* \epsilon_2^* \pm \sqrt{(\mu_2 \epsilon_1^* \epsilon_2^* - 3)(\mu_2 \epsilon_1^* \epsilon_2^* + 1)}}{2\mu_2 \epsilon_1^* \epsilon_2^*}.$$  \hfill (4.7)

Using the same argument, if $\mu_2 \epsilon_1^* \epsilon_2^* < 3$, then there are no real solutions to (4.7). Hence, $x_3$ in (4.7) are impossible and will not be in account. When $\mu_2 \epsilon_1^* \epsilon_2^* = 3$, the solutions of (4.7) are $x_3^3 = x_3^4 = \frac{2}{3} = e_3^*$. This implies that the map $f_3$ has no periodic points, only fixed points.

Repeating this process one may conclude that the map $F$ has no periodic points of minimal period 2 if $\mu_1 \leq 3$ and $\left( \prod_{i=1}^{k-1} \epsilon_i^* \right) \mu_k \leq 3$, for all $k \in \{2, 3, \ldots, N\}$.

Moreover, if we assume that

$$\left\{ \begin{array}{ll} 1 < \mu_1 < 3 \\
                        1 < \left( \prod_{i=1}^{k-1} \epsilon_i^* \right) \mu_k < 3, \text{ for all } k \in \{2, 3, \ldots, N\}, \end{array} \right.$$

then all fixed points $E_k$ are hyperbolic and the hypotheses of Theorem 3.1 are verified. Hence, we conclude that every orbit converges to a fixed point.

Finally, by Corollary 3.2 the fixed point $E_N$ is globally asymptotically stable with respect to the interior of $[0, 1]^N$ since it is the unique fixed point in the interior of $[0, 1]^N$.

Remark 4.6. It is worthwhile to observe that most of the maps we have considered are not monotone in the sense of Smith [15]. In fact, with the exception of Example 4.4, the maps in the above examples are not monotone.
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